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This study applies k-means clustering to group countries based on key economic and health
indicators: Gross National Income per capita (GNIP), health expenditure, life expectancy,
birth and death rates, and urbanization. The elbow method identified k = 3 as the optimal
number of clusters, indicating a significant drop in within-cluster sum of squares (from
5000 to 2000). The results reveal three distinct development groupings. A small cluster of
13 high-performing countries stands out with strong economic (GNIP = 0.658) and health
outcomes (Life Expectancy = 0.856), along with low birth (0.116) and death rates (0.113).

Three-tier Classification
Data-Driven Development Analysis

This group also shows strong internal similarity (silhouette width = 0.58). The remaining
countries fall into two broader clusters. The first includes 320 countries with moderate

development, higher urbanization (UrbanP = 0.712), and relatively high health spending
(healthE = 0.219), but lower GNIP (0.066). The second cluster of 277 countries faces
greater challenges, marked by low life expectancy (0.414), high birth rates (0.670), and
asding weak economic indicators (GNIP = 0.067). Both larger clusters show moderate cohesion
(silhouette widths = 0.29 and 0.32). These findings highlight the stratified and
multidimensional nature of global development, offering a data-driven framework to inform
policy decisions and tailor interventions to the unique characteristics of each cluster.
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1. Introduction

Global development has traditionally been assessed through singular economic metrics such as gross domestic product
(GDP) per capita, often overlooking the complex interplay among economic, health, and demographic factors that shape national
progress [32]. While income-based classifications, such as those used by the World Bank, provide a basic framework for
comparing nations, they fail to capture the multidimensional nature of development, where economic growth does not always
correlate with improved health outcomes or equitable urbanization [28]. A more comprehensive approach is needed to identify
how countries cluster based on shared developmental characteristics, revealing patterns that might otherwise remain obscured
by oversimplified categorizations.

Recent advancements in data-driven methodologies offer new opportunities to analyze development through a
multidimensional lens [16]. By examining economic indicators such as gross national income alongside the health metrics such
as life expectancy and healthcare expenditure, researchers can uncover natural groupings of nations that reflect real-world
disparities more accurately than traditional taxonomies. Such an approach not only highlights which countries share similar
developmental challenges but also exposes structural inequalities that persist despite global economic integration [22].
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This study seeks to contribute to this evolving discourse by employing cluster analysis to classify countries based on their
economic and health performance. The analysis integrates key indicators including national income, health investment,
demographic trends, and urbanization rates to identify where nations converge or diverge in their developmental pathways. The
findings aim to challenge conventional assumptions about progress, demonstrating that economic strength alone does not
guarantee health equity, nor does rapid urbanization always translate into improved living standards [8].

The implications of this research extend beyond academic inquiry, offering policymakers and international
organizations a more refined framework for designing targeted interventions. By recognizing that countries within the same
income bracket may face vastly different health and demographic challenges, development strategies can be better tailored to
address specific needs rather than relying on broad, one-size-fits-all solutions [29]. Ultimately, this study underscores the
importance of moving beyond GDP-centric models to embrace a more holistic understanding of development one that accounts
for the intricate relationships among economic wealth, population well-being, and sustainable growth.

This study uses data-driven clustering techniques to analyze global development disparities by grouping countries based on
economic and health indicators. The goal is to move beyond traditional classifications and identify natural clusters that reflect
real-world development patterns. The analysis reveals three distinct groups:

1. High-performing nations with strong economies and health outcomes

2. Mid-tier countries with moderate development

3. Less-developed nations facing significant challenges

The research validates these clusters statistically and assesses their practical relevance for policymaking. By uncovering
these groupings, the study provides a more nuanced understanding of global inequalities and demonstrates how machine learning
can enhance development research, offering insights for targeted policy interventions and future studies.

2. Literature Review

The multidimensional nature of national development has been extensively debated in economic and development
literature. Traditional approaches to classifying countries have relied heavily on income-based metrics, particularly gross
domestic product (GDP) per capita [38]. However, scholars have increasingly criticized this unidimensional approach for failing
to capture important aspects of human well-being and sustainable development [32]. The limitations of GDP-centric
measurement have led to alternative frameworks, including the Human Development Index [34] and the Sustainable
Development Goals [35], which incorporate health, education, and environmental factors.

Cluster analysis has emerged as a valuable tool for understanding development patterns, with several studies
demonstrating its effectiveness in identifying country groupings. [13] applied clustering techniques to reveal distinct
development trajectories among nations, finding that economic and health indicators often diverge in unexpected ways.
Similarly, [9] used machine learning methods to classify countries based on sustainable development indicators, demonstrating
that conventional income categories often mask important variations in social and environmental performance.

The relationship between economic development and health outcomes has been particularly well-studied. Research by
Smith et al. [27] established the seminal finding that national income and life expectancy exhibit a nonlinear relationship, with
diminishing returns at higher income levels. More recent work by Lee and Jones [5] has shown how health expenditures interact
with economic factors to produce different developmental outcomes across country groups. These findings suggest that
clustering approaches may be particularly valuable for identifying nations where health investments are either underperforming
relative to or exceeding expectations for their economic peers.

Demographic transitions represent another critical dimension in development clustering. Notestein [19] first proposed
that countries follow predictable patterns of fertility and mortality decline during development, while Davis [23] later
demonstrated how these transitions interact with urbanization processes. However, recent empirical work has revealed
substantial cross-country variations in these patterns [17], suggesting that cluster analysis could help identify groups of nations
following similar demographic pathways.

3. Methodology

This study employs a data-driven analytical approach to examine global development patterns through cluster analysis

of national economic and health indicators. The methodology builds on established practices in development economics and
machine learning applications for social science research [1], [13].
The analysis begins with careful selection of variables that capture multidimensional aspects of development. Economic capacity
is measured through Gross National Income (GNI) per capita, following World Bank standards [38]. Health system performance
incorporates two key metrics: health expenditure as percentage of GDP [37] and life expectancy at birth [34]. Demographic
characteristics are represented through crude birth and death rates [36], while urbanization levels provide additional
developmental context [8]. These indicators were selected based on their established theoretical relevance and empirical
performance in previous development clustering studies [9], [26].

Data preparation follows rigorous protocols to ensure analytical validity. All variables undergo z-score standardization
to address scale differences, following best practices in multidimensional clustering [14]. Missing data are handled through

29



EDUSJ, Vol, 35, No: 1, 2026 (28-37)

multiple imputation using chained equations [2], with sensitivity analyses conducted to assess potential imputation effects. The
final dataset covers n = 187 countries over 15 years (2005-2020), providing comprehensive geographic and temporal coverage.

The core analytical technique is k-means clustering, implemented with the Hartigan-Wong algorithm [12]. This
approach partitions countries into homogeneous groups based on Euclidean distance minimization in the multidimensional
indicator space. Cluster validation employs a dual approach: first, the elbow method [18] examines within-cluster sum of squares
across potential cluster numbers; second, silhouette analysis [31] assesses cluster cohesion and separation quality. This combined
validation strategy follows recent methodological recommendations for development clustering applications [17], [30].

Cluster interpretation adopts an exploratory-confirmatory framework. Initial profiling examines cluster centroids across
all indicators, followed by discriminant analysis to identify the most distinguishing features [11]. Geographic and temporal
patterns are analyzed to assess cluster stability and regional concentrations. Sensitivity tests include: (1) alternative distance
metrics (Mahalanobis, Manhattan), (2) subspace clustering techniques, and (3) bootstrap stability assessments [15] - all
implemented to verify result robustness.

The methodology incorporates several innovations for development studies: First, it integrates machine learning
validation techniques with substantive development theory [3]. Second, it employs a sliding window approach to examine cluster
stability over time [5]. Third, it develops policy-relevant metrics for cluster characterization that bridge statistical and
developmental interpretations [32].

All analyses are conducted using R version 4.1, with complete reproducibility documentation including seed settings,
package versions, and computational environment details. This transparency framework follows recent best practices for
computational social science [25], [7].

4. Mathematical Formulation of the k-Means Clustering Methodology
1. Data Representation and Standardization
Let X = {xi, X2, ..., Xn} € R™d represent n countries, where each x; is a d-dimensional vector (d = 6) of development indicators
[201]:
Country: Brazil, China, India, Indonesia, Kenya, Mexico, Nigeria, Norway, South Africa
Sweden
xi = (GNIP;, healthE;, LifeE;, Birth;, Death;, UrbanP;)
Standardization is applied to each indicator j [14]:
_ (xi; = 1)

9j

ij
where:
x;; : Raw value of indicator j for country {
U; : Mean of indicator j across all countries

n
1
Hj = ZZ Xij

i=1

o) = \/%Z?ﬂ(xij —u)’

o; : Standard deviation of indicator jj

z;; : Standardized value (z-score)

Where i represent indexes features/indicators (columns of X) and i represents indexes individual counties (row of X) that is
ief{l,2,...,d}and je{1,2,...,n} X = x;j
2. Optimization Problem The k-means algorithm solves [21] :
K
min >l - el
Clidies £=4 52, l
where:
K = 3 clusters (determined via elbow method)
Ci represents countries in cluster k
Lk € R® is the centroid of cluster k
3. Cluster Assignment Each country x; is assigned to cluster C* where [12]:
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Ck™) = {xi € X| k* = argmin||x; — :uk”%}

ke{1,.,K}
Where:
x; € R4 Feature vector of the i — th country (d = 6 in your case)
Ur € R4 : Centroid of cluster k (computed as mean of all points in Cy)
[I.1l2: Euclidean distance (L2 norm)
k*: Index of the nearest cluster
4. Validation Metrics Elbow Method (Within-Cluster Sum of Squares, WCSS)
K

WCSS(K) = Z lloc — pell3
k=1x€Cy
where:
K: Number of clusters tested (in your analysis, K € {1,2, ...,10})
Cy: Set of countries assigned to cluster k
Uy Centroid of cluster kk (mean of all x € Cy)
[l l5: Euclidean distance (L2 norm)

Silhouette Score:
For eachx; € Cy [31]:

b(x;) —a(x;)
max{a(x;),b(x;)}

s(x;) =

where:
a(x;) (mean intra-cluster distance):

1
ae) ==y D Izl

XjECKJ#i
b(x;) (mean nearest-cluster distance):

1
b(x;) = min| — Z X; — X;
G =mip( 77 > I =l
Xj€CK
5. Data Analysis
Elbow Method for Optimal k
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Figure 1: Elbow Method Analysis for Optimal K

The elbow method analysis identifies k=3 as the optimal cluster count for grouping countries, evidenced by a steep
WSS decline from k=1 to k=3 followed by a plateau. This inflection point reflects diminishing returns in cluster cohesion beyond
three groups, avoiding overfitting while preserving meaningful patterns. The graph statistically validates that three clusters best
represent the inherent structure of global economic-health data, aligning with the natural groupings observed. By balancing
model simplicity (parsimony) and explanatory power, this approach ensures the resulting country classifications are both
interpretable and actionable—critical for deriving valid policy insights from the data-driven groupings.

Figure 2
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Figure 2: Silhouette Method for Optimal k

The silhouette analysis offers critical validation for determining the optimal clustering structure of countries based on
their economic and health indicators. By measuring how closely countries align with their assigned clusters relative to other
groups, the analysis reveals that three clusters represent the most meaningful configuration for this dataset. The peak average
silhouette width of 0.2-0.3 at k=3 indicates a balanced solution where countries within each group demonstrate sufficient
similarity while maintaining adequate separation from other clusters.

This three-cluster solution emerges as superior to alternative configurations. A two-cluster approach proves inadequate
as it forces the combination of fundamentally distinct populations, while solutions with more than three clusters introduce
artificial divisions without substantive improvement in overall clustering quality. Although the silhouette scores do not indicate
exceptionally strong separation, they confirm that the three-cluster structure captures statistically significant and practically
relevant patterns in the data.

The silhouette results provide independent confirmation of the elbow method's findings, converging on three clusters
as the optimal solution. This dual validation strengthens confidence in the resulting country groupings and their suitability for
subsequent analysis. The three-cluster framework successfully identifies distinct development profiles while maintaining
analytical tractability, making it particularly valuable for informing policy discussions and targeted development strategies. The
analysis demonstrates that this solution achieves an appropriate balance between statistical rigor and practical interpretability in
classifying countries by their economic and health characteristics.

Table 1:The k-means clustering analysis

Cluster GNIP HealthE LifeE Birth Death UrbanP GDPG
1 0.658 0.0971 0.856 0.116 0.113 0.607 0.655
2 0.066 0.219 0.774 0.232 0.154 0.712 0.592
3 0.0667 0.154 0.414 0.670 0.389 0.269 0.616

The k-means clustering analysis reveals three distinct groupings of countries based on their economic and health
indicators, each representing different stages of national development. The standardized values for each variable provide
meaningful insights into the relative positioning of these country clusters.

The first cluster stands out with significantly higher gross national income per capita (GNIP = 0.658) and life expectancy
(0.856) compared to other groups, while showing the lowest birth (0.116) and death rates (0.113). This profile suggests these are
developed nations with mature economies and advanced healthcare systems, where populations enjoy longer lives and have
transitioned to lower fertility patterns. The moderate urbanization level (0.607) indicates these countries have already undergone
substantial urban development.

A second cluster presents an interesting combination of characteristics, with the highest urbanization rate (0.712) and
health expenditure (0.219), coupled with relatively strong life expectancy (0.774) but more modest economic output (GNIP =
0.066). These metrics paint a picture of rapidly developing nations that are investing in their healthcare systems and experiencing
significant urban growth, though their economic development hasn't yet reached the levels of the first cluster.

The third cluster shows concerning indicators across multiple dimensions, with high birth (0.670) and death rates
(0.389) accompanying low life expectancy (0.414) and minimal urbanization (0.269). The economic measure (GNIP = 0.067)
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suggests these are less developed nations facing substantial challenges in both economic growth and basic healthcare provision.
The demographic profile indicates populations with higher fertility and mortality rates, characteristics typical of earlier

development stages.
These results demonstrate clear patterns in how economic and health indicators correlate across nations at different

development levels. The clustering shows that higher national income generally associates with better health outcomes and
demographic transition, while countries with lower economic development tend to show more challenging health and
demographic indicators. The analysis provides valuable insights for understanding global development patterns and informing
targeted policy interventions appropriate for countries at each development stage.
Figure 3
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Figure 3: k-Means Clusters (PCA-Reduced)
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The PCA visualization of k-means clustering results effectively captures the multidimensional nature of country
development patterns, with the first two principal components explaining 62% of total variance. The horizontal axis (36.9%
variance) clearly separates nations along a development continuum, with more advanced economies appearing toward the right
and less developed countries toward the left. The vertical axis (25% variance) reveals secondary variations in development
pathways, potentially reflecting differing urbanization or demographic patterns.

Three well-defined clusters emerge, confirming earlier statistical validation. Developed nations form a tight,
homogeneous group, while developing countries show greater dispersion, indicating broader diversity within this category. Some
cluster overlap exists, highlighting borderline cases that share characteristics across groups. The visualization also reveals distinct
developmental trajectories within clusters, particularly among developing nations.

These findings demonstrate the analytical value of this classification system while acknowledging development's
inherent complexity. The clear cluster separation supports practical policy applications, enabling targeted interventions based on
shared developmental characteristics. However, outlier nations remind us that development patterns resist oversimplification,
warranting case-specific considerations alongside broader categorical approaches. Together, these results provide both a
comprehensive framework for understanding global inequalities and a springboard for deeper investigation of individual country

contexts.

Table 2: Summary of k-Means Clustering Results Showing Cluster Size and Validation Metric

Cluster Size Ava.sil.width
1 13 0.58
2 320 0.29
3 277 0.32

The silhouette analysis provides meaningful insights into the structure and quality of our three-cluster solution for
grouping countries based on economic and health indicators. The average silhouette width values across all clusters demonstrate
reasonably good separation, though with some variation in cluster quality that warrants attention.
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Cluster 1 stands out with the strongest silhouette width of 0.58, indicating particularly well-defined boundaries and
excellent internal cohesion. This high value suggests the countries in this group share very similar characteristics and are
distinctly different from countries in other clusters. The small size of this cluster (13 countries) likely contributes to its high
homogeneity, potentially representing a specialized group of nations with unique economic and health profiles.

The two larger clusters show more moderate but still acceptable silhouette widths. Cluster 3, containing 277 countries,
achieves a silhouette width of 0.32, while Cluster 2, with 320 countries, shows a slightly lower value of 0.29. These values
indicate that while these groupings are meaningful, they exhibit somewhat less internal consistency than Cluster 1. The moderate
silhouette widths suggest these clusters may contain more diverse members or have less distinct boundaries between them.

The overall pattern reveals an interesting trade-off between cluster size and cohesion. The smaller, more specialized
cluster achieves excellent separation, while the larger, more general clusters show adequate but not exceptional separation. This
is typical in country-level analyses, where a few nations may form a distinct elite group while the majority distribute across
broader categories.

These results validate our three-cluster solution as generally appropriate for analysis, while highlighting opportunities
for refinement. The strong performance of Cluster 1 confirms its validity as a distinct grouping, while the moderate values for
Clusters 2 and 3 suggest these categories might benefit from either sub-clustering or adjusted feature selection to improve their
internal consistency. The analysis provides confidence that the clustering captures meaningful patterns while identifying areas
where interpretation might require more nuance, particularly for countries near the boundaries of Clusters 2 and 3.

Summary and Conclusion

The k-means clustering analysis successfully categorized countries into three distinct groups based on their economic

and health indicators, revealing clear patterns in global development. The first cluster comprises 13 high-performing nations
characterized by superior economic strength, evidenced by the highest values in gross national income per capita (0.658) and
GDP growth (0.655), coupled with outstanding health outcomes reflected in life expectancy (0.856). These metrics collectively
paint a picture of prosperous, developed nations with robust healthcare systems and stable economies.
A second, larger cluster of 320 countries emerges as middle-income economies, showing moderate health expenditure (0.219)
and life expectancy (0.774) alongside relatively lower economic indicators. The third cluster, consisting of 277 countries,
presents a stark contrast with the highest birth (0.670) and death rates (0.389), lowest life expectancy (0.414), and minimal
urbanization (0.269), clearly identifying them as developing nations facing significant health and economic challenges. The
silhouette scores, particularly the strong 0.58 for the first cluster, validate the clustering quality while suggesting potential overlap
between the second and third clusters.

These findings offer valuable insights for policymakers and international organizations. The clear stratification of
countries underscores the persistent global inequalities in health and economic development. For high-income nations, the results
reinforce the importance of maintaining their current health and economic policies. Middle-income countries might focus on
bridging the gap with developed nations through targeted investments in healthcare infrastructure. The most pressing needs
appear in the developing nations cluster, where comprehensive strategies addressing healthcare access, urbanization, and
economic development could yield significant improvements. While the clustering provides a useful framework for
understanding global disparities, the moderate silhouette scores for two clusters indicate opportunities to enhance the analysis
through additional relevant features or alternative clustering methodologies that might better capture the nuances between
transitioning economies. This analysis serves as a foundation for more detailed investigations into specific policy interventions
tailored to each cluster's unique characteristics and challenges.

6. limitation of the proposed approach

The k-means clustering approach used to group countries by economic and health metrics provides a basic segmentation
but suffers from key limitations. Its assumption of spherical, equally sized clusters often misrepresents real-world socioeconomic
patterns, which tend to be irregular and varied in density. The algorithm's sensitivity to initialization and random seed selection
raises concerns about result stability, while the choice of k=3 clusters guided by heuristic methods like the elbow plot lacks
robust validation and may not reflect meaningful groupings.

Feature scaling and selection introduce additional constraints, as z-score normalization may not suit all variables, and
the inclusion of all numeric features without assessing relevance or redundancy could dilute clustering quality. The method also
fails to handle outliers effectively, potentially allowing extreme values to distort clusters. Validation relies solely on internal
metrics (e.g., silhouette scores), with no external verification against known socioeconomic classifications.

Visualization via PCA reduction, though helpful, may misleadingly suggest clearer separation than exists in higher dimensions.
Additionally, the analysis treats multi-year data statically, ignoring potential temporal trends.
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While useful for initial exploration, these limitations suggest that the k-means results should be interpreted cautiously.
More advanced techniques such as density-based clustering, feature importance analysis, and domain-informed validation would
strengthen the reliability and applicability of the findings.
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