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ABSTRACT

In this research, a new algorithm to solve the non-linear equations
(f(x)=0) was developed. The new method was called Newton —Wavelet
which can be defined as a mix between two methods, Newton and wavelet.
By applying this algorithm on seven examples and compared the result with
the Broyden method it has shown a good efficiency. The new method shows
that it can decrease the number of iterations and then decrease the time
needed to solve the used equations. This algorithms considered a new
technique of mixes between two subjects the first one is a numerical
analysis (by using Newton method) and the second is an image processing
and data compression (by using Wavelet analysis), The basic aim of this
research is decrease the time of solution.
Keywords: Newton method, Broyden method, Wavelet method
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1. Introduction

In this paper, we introduced three methods for solving non-linear
equations, the selected methods are chosen from many wavelet methods.
The problem of solving non-linear equations arises frequently and naturally
from the study of a wide range of practical problems. The problem may
involve a system of non-linear equations in many variables or one equation
in one unknown. We shall initially confine ourselves to considering the
solution of one equation in one unknown. The general form of the problem
may be simply stated as finding a value of the variable x such that f(x) =0,
where f is any non-linear function of x. The value of x is then called a
solution or root of this equation and may be just one of many solutions [4].
We have a solving system of linear equation in paper [5]. Then, we continue
the work with the system of non-linear equation by using Wavelet also.

2. Newton Algorithm [2]

Compute f(x,), f'(X,)

Set x1= Xo

IF (f(x,)=0)AND (f'(x,)=0)
Repeat

Set X, =X,

Set x, =X, — F(X,)/ F'(X,)

Until (x, — X,| < tolerance valuel) OR
(| f (x)| < tolerance value?2)

3. Broyden’s Method

The method of Newton does not provide a practical procedure for
solving any but the smallest systems of non-linear equations. As we have
seen, the method requires the user to provide not only the function
definitions but also the definitions of the n? partial derivatives of the
functions. Thus, for a system of 10 equations in 10 unknown, the user must
provide 110 function definitions.

To deal with this problem, a number of techniques has been
proposed but the group of methods which appears most successful is the
class of methods known as the quasi-Newton methods. The quasi-Newton
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methods avoid the calculation of the partial derivatives by obtaining
approximation to them involving only the function values. The set of
derivatives of the functions evaluated at any point x" may be written in the
form of the Jacobian matrix.

3, =|of (x")rex, | fori=123,..,n and j=123,...,n 9)

The quasi-Newton methods provide an updating formula, which give
successive approximations to the Jacobian for each iteration. Broyden and
others have shown that under specified circumstances these updating
formula provides satisfactory approximations to the inverse Jacobian. The
structure of the algorithm suggested by Broyden is:

1. Input an initial approximation to the solution. Set the counter r to
zero.
2. Calculate or assume an initial approximation to the inverse

Jacobian B'".

3. Calculate p" =-B'f" where f" = f(x").

4. Determine the scalar parameter t such that Hf (x"+t, p'
5

6

<Hfr

Calculate x™ =x" +t p".
Calculate ™ = f(x™). If Hf r

positive quantity), then exit. If not continue with step (7)
7. The wuse the updating formula to obtain the required
approximation to the Jacobian

< ¢, where ¢ is a small preset

Br+1 — Br _(Bryr _ pr)(pr)T Br /{(pr)T Bryr} Where yr — fr+1 _ f r
8. Set i =1i+1 and return to step (3)

The initial approximation to the inverse Jacobian B is usually taken
as a scalar multiple of the unit matrix. The success of this algorithm depends
on the nature of the functions to be solved and on the closeness of the initial
approximation to the solution. In particular, step (4) may present major
problems. It may be very expensive in computer time and to avoid this t is
sometimes set as a constant, usually one or smaller. This may reduce the
stability of the algorithm but speed it up.

It should be noted that other updating formula has been suggested
and it is fairly easy to replace the Broyden formula by others in the above
algorithm. In general, the problem of solving a system of non-linear
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equation is a very difficult one. There is no algorithm that is guaranteed to
work for all systems of equations. For large systems of equations the
variable algorithms tend to require large amounts of computer time to obtain

accurate solutions [2].

4. Wavelet Analysis
Wavelet analysis represents the next logical step: a windowing

technique with variable-sized regions. Wavelet analysis allows the use of
long time intervals where we want more precise low-frequency information,
and shorter regions where we want high-frequency information.
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Here’s what this looks like in contrast with the time-based,
frequency-based, and STFT views of a signal:
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You may have noticed that Wavelet analysis does not use a time-

frequency region, but rather a time-scale region [3].

A Wavelet is new family of basis function that can be used to
approximate general functions [6]. Wavelet is a waveform of effectively
limited duration that has an average value of zero. Compare Wavelets with
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sine waves, which are the basis of Fourier analysis. Sinusoidal do not have
limited duration, they extend from minus to plus infinity. And where
sinusoids are smooth and predictable, Wavelets tend to be irregular and
asymmetric.

Fourier analysis consists of breaking up a signal into sine waves of
various frequencies. Similarly, Wavelet analysis is the breaking up of a
signal into shifted and scaled versions of the original Wavelet or mother
Wavelet [3].

Both Fourier and Wavelet transform are extensively utilized in
studying signals-- waves which could be continuous of time or waves which
are available only at discrete instances of time. A matrix could conveniently
be considered as a row-wise or column-wise arrangement of discrete
signals, as such it is amendable to transform analysis. If such an operation is
performed on a matrix equation Ax = b, a transformed equation WAx = Wb
is obtained (W is a Wavelet). From this, one could write (WAW1)(Wx) =
Wh. Choosing, for instance, orthogonal transform W, a relation (WAWT)Wx
= Wb, - similar to block triangularization operation - which avoids costly
inversion operation is now on hand to proceed with the computation of the
desired numerical solution. An interesting common property of this method
Is that a Wavelet transform of a dense matrix gives rise to a sparse matrix
[1]. Hence an O(N®) cost of computing could be reduced into much cheaper
operation. [5] gives a brief presentation on Wavelet and Wavelet transforms.

[0 Newton-Wavelet Algorithm
Start with an initial estimate Xo;
Fork=0,1,2,..:
Compute F(xk), J(xk) Jacobian of F(x) at xx;
Solve the linear equation for Sk: J(Xk) Sk = -F(x«) using wavelet Haar
i [J)] S =- F(X), S = [Xk+1- X«]
ii. Calculate matrices [w] = wavelet ;
iii. Calculate aw = wJ(x)W';
iv. Calculate bw = wF(xx);
v. Calculate xw = inv(aw)bw;
vi. Calculate S = w'xw;
If X, — X, | Sexk, exit;

otherwise set k = k+1, and go to (i).
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4.1 Haar Wavelet
Haar wavelet is defined as

1 for 0<x<3
v, (x)=4-1 for z<x<1
0 otherwise.

Following Fourier, any wavelet y(x) could be used as a basic block
to build any wave f (x),

Fx)= 36w, (%)

j,k=—0
with
v () =22y x—k), forall jkeZ.

The coefficients c;, are computable from:
Cix :<f,\|/jvk>.

Also following the idea of Fourier transform, Wavelet transform W,
of any wave f(x) can now be defined as follows:

a4t x—b

W, f)(b,a) =|a|® j f (x)w(T)dx.

The coefficients c;, are now computable from the following
relation:

ey =0, 1) 55| 1

5. Numerical Results

We end our discussion of the solution of non-linear systems of
equations by comparing the performance of the Newton, Broyden and
Newton-Wavelet functions developed in section 2,3 and 4. The following
script calls function provides the number of iterations. Then running a
similar experiment on six examples, the following results are obtained:
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Example 1:

The following system of two equations in two variables is described
below:

xe¥'08 1o =3
x> —y®-05eY =0

6

41

“’X)

Fig (1): System of the two equations above.
The results of initial approximation for the root shown in Fig. (1):

Initial value Newton Broyden Newton-Wavelet
Roots | Iteration | Roots Iteration Roots | Iteration

1 0.7750 5 - - 0.7749 4

1 0.1716 0.1725

-1 0.7750 5 0.7750 29 0.7750 5

-1 0.1716 0.1716 0.1716

0.5 0.7750 3 - - 0.7750 2

0.5 0.1716 0.1716

Example 2:

The following system of two equations in two variables is described
below:

xy® —2sin(1+x) =1

2
e +x’y=2
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-6 -4 -2 0 2 4 6
X

1

Fig (2). System of the two equations above.

The results of initial approximation for the root are shown in Table

(2):

Table (2) Results of initial approximation for the root.

Initial value Newton Broyden Newton-Wavelet
Roots Iteration | Roots | Iteration Roots Iteration
1 0.9734 2 0.9733 7 0.9734 2
1 0.9521 0.9521 0.9521
-1 -0.4425 4 0.9733 40 -0.4426 3
-1 -0.5082 0.9521 -0.5083
05 0.9733 9 -0.4425 11 0.9755 8
0.5 0.9521 -0.5082 0.9522
Example 3:
The following system of three equations in three variables is described
below:

3.1x, —cos(x,x,) = 0.6
1.03e7%% +1.95x, =11
x; —83(x, +0.11)* +sin x, = 0.97
The results of initial approximation for the root are shown in Table (3):
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Table (3) Results of initial approximation for the root.

Initial value Newton Broyden Newton-Wavelet
Roots Iteration | Roots | Iteration | Roots | Iteration
-1 0.0179 6 - - 0.0179 5
-1 0.5161 0.5161
-1 -6.1644 -6.1644
2 -0.2342 8 - - -0.2345 7
7 0.5138 0.5138
3 -6.2368 -6.2369
2 0.0178 7 - - 0.0179 6
4 0.5161 0.5161
9 -6.1644 -6.1644
Example 4:

The following system of four equations in four variables is described
below:

X =1

XX, =1

X X, X5 =1

X X, XX, =1
The results of initial approximation for the root are shown in Table (4):

Table (4) Results of initial approximation for the root.

Initial value Newton Broyden Newton-Wavelet
Roots | Iteration | Roots | Iteration | Roots | Iteration
-1 1 3 1 15 1 3
-1 1 1 1
-1 1 1 1
-1 1 1 1
2 1 4 1 14 1 4
2 1 1 1
2 1 1 1
2 1 1 1
5 1 4 - 1 4
5 1 1
5 1 1
5 1 1
Example 5:

The following system of eight equations in eight variables is
described below:

8(x, —x5)=0
16X, (X2 —%,) —2(1—X,) +8(x, —xZ) =0
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16X, (X5 —X,) —2(1—X5) +8(X; —xZ) =0
16X, (X2 —X5) —2(1—X,) +8(x, —xZ) =0
16X, (X2 —X,) —2(1—X;) +8(x; —xZ) =0
16X, (X5 — %) —2(1—X,) +8(Xs —x5) =0
16X, (X2 —X;) —2(1—X,) +8(%, —x5) =0
16X, (X5 —X%,) —2(1—%5) =0
The results of initial approximation for the root are shown in Fig. (5):

Table (5) Results of initial approximation for the root.

Initial value Newton Broyden Newton-Wavelet

ts | Iteration | Roots | lteration Roots | Iteration

Py
o
s}

7 - - 6

PR RPRPRRPRPRPRRPRPRPRPRPRPRPRPREPRERRPRRPRRPRPRRERRR
RPRRPRPRRPRRPRPRRPRPRRPRRPRPRPRPRRERRPRRRPRPRRERR

PRRPRPRRPRRPPRPROO0OCODOOOOO
N I I IR IR NN e e L L
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Example 6:
The following system of sixteen equations in sixteen variables is
described below:
X, + X, X =3
X, + 2%, + X5 + Xy + X3X,s =10
Xg =1
X, + X3 +2X, + X + Xg + X, X3 =11
2X; + XX, =3
X, + Xg + Xg Xy =7
X;Xg =2
X2 + X, =3
X, +4Xg + X, + X, % =10
X, +3X + Xyo X3 =6
Xg + X0 Xq; =3
Xg +2Xg + Xy + X, =6
XioXi3 = 2
Xg + XgXpy =9
Xy +2X, + Xg + 3%y + X34 X5 =15
X, + 2Xg + X;o X =8
The results of initial approximation for the root are shown in Fig.

(6):
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Table (6) Results of initial approximation for the root.

Initial value Newton Broyden Newton-Wavelet
Roots Iteration Roots Iteration Roots Iteration

2 0.9969 9 0.9969 7
2 2.0042 2.0042

2 1.0000 1.0000

2 5.4752 5.4752

2 1.0021 1.0021

2 2.0031 2.0031

2 1.0042 1.0042

2 1.9916 1.9916

2 4.9676 4.9676

2 2.0010 2.0010

2 -0.9833 -0.9833

2 -4.9550 -4.9550

2 0.9995 0.9995

2 2.0084 2.0084

2 -2.4621 -2.4621

2 1.9948 1.9948

15 0.9969 10 - - 0.9969 10
15 2.0042 2.0042

15 1.0000 1.0000

15 5.4752 5.4752

15 1.0021 1.0021

15 2.0031 2.0031

15 1.0042 1.0042

15 1.9916 1.9916

15 4.9676 4.9676

15 2.0010 2.0010

15 -0.9833 -0.9833

15 -4.9550 -4.9550

15 0.9995 0.9995

15 2.0084 2.0084

15 -2.4621 -2.4621

15 1.9948 1.9948

20 0.9994 11 - - 0.9954 8
20 2.0008 2.0062

20 1.0000 1.0000

20 5.4954 5.4638

20 1.0004 1.0031

20 2.0006 2.0046

20 1.0008 1.0062

20 1.9985 1.9877

20 4.9940 4,9528

20 2.0002 2.0015

20 -0.9969 -0.9756

20 -4.9917 -4.9345

20 0.9999 0.9992

20 2.0015 2.0123

20 -2.4930 -2.4447

20 1.9990 1.9923
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Example 7:

The following system of thirty-two equations in thirty-two variables
is described below:

8(x, —%5) =0

16x; (x7 =X, _;)—2(1—-x;)+8(x; —=x,,) =0, forj =2,..,n-1
16X (X2 =X, ,)—2(@1-x,)=0, for n=32

The results of initial approximation for the root are shown in Fig.

(7):

Table (7) Results of initial approximation for the root.

Initial value Newton Broyden Newton-Wavelet
Roots Iteration Roots Iteration | Roots | lteration
1.1 1.000 7 - - 1.000 6
1.1 1.000 1.000
1.1 1.000 1.000
1.1 1.000 1.000
1.1 1.000 1.000
1.1 1.000 1.000
1.1 1.000 1.000
1.1 1.000 1.000
1.1 1.000 1.000
1.1 1.000 1.000
1.1 1.000 1.000
1.1 1.000 1.000
1.1 1.000 1.000
1.1 1.000 1.000
1.1 1.000 1.000
1.1 1.000 1.000
1.1 1.000 1.000
11 1.000 1.000
11 1.000 1.000
11 1.000 1.000
11 1.000 1.000
1.1 1.000 1.000
1.1 1.000 1.000
1.1 1.000 1.000
1.1 1.000 1.000
11 1.000 1.000
11 1.000 1.000
11 1.000 1.000
11 1.000 1.000
1.1 1.000 1.000
1.1 1.000 1.000
1.1 1.000 1.000
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2 1.000 7 1.000 7
2 1.000 1.000
2 1.000 1.000
2 1.000 1.000
2 1.000 1.000
2 1.000 1.000
2 1.000 1.000
2 1.000 1.000
2 1.000 1.000
2 1.000 1.000
2 1.000 1.000
2 1.000 1.000
2 1.000 1.000
2 1.000 1.000
2 1.000 1.000
2 1.000 1.000
1 1.000 1.000
1 1.000 1.000
1 1.000 1.000
1 1.000 1.000
1 1.000 1.000
1 1.000 1.000
1 1.000 1.000
1 1.000 1.000
1 1.000 1.000
1 1.000 1.000
1 1.000 1.000
1 1.000 1.000
1 1.000 1.000
1 1.000 1.000
1 1.000 1.000
1 1.000 1.000

6. Conclusions

In this work, we use a new algorithm to solve system of non-linear
equation, which is called by Newton-Wavelet method. Finally, we conclude
that this algorithm gives a more satisfactory result than Broyden Method.
Performance of this algorithm sometimes is better than Newton Method for
some examples, in term number of iteration
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