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ABSTRACT
If P and Q are convex subsets in C(X), and g(x) >0 in X for all

g € Q. If the approximation family is the set

T={p/a:peP.qeQ}
An Infinitesimal approximation of f eC(X) an element in T

established in [4],[5]. A characterization of an infinitesimal approximation,
necessary and sufficient conditions for the unique infinitesimal
approximation are obtained.
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1- Introduction: -
In this paper the problem of obtaining an infinitesimal

approximation with a necessary and sufficient conditions for the uniqueness
of infinitesimal approximation are considered and studied.
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The following definitions and statements of nonstandard analysis
will be needed throughout this papers [3],[4],[6].

The axioms of IST given by Nelson E. [3] are the axioms of ZFC
together with three additional axioms, which are called the transfer principle
(T), the idealization principle (I), and the standardization principle (S) are
stated by the following:

Transfer principle (T)

Let A(X,t,,t,,..,t,) be an internal formula with free variables
X, t,,t,,..., t, only, then
Vot W (VXA e 1)) WXOG E e )

Idealization principle (1)

Let B(x,y) be an internal formula with free variables x,y and with
possibly other free variables. Then
VI z23x Yy € Z A B(X,y) < IXVIyB(X, )

Standardization principle (S)

Let C(Z) be a formula, internal or external with free variable z and
with possibly other free variables. Then

VIXT'YVUz(zeY) = z2e X AC(2)

Every set or element defined in a classical mathematics is called
standard.

Any set or formula which does not involve new predicates "standard,
infinitesimal, limited, unlimited, ...etc." is called internal, otherwise is called
external.

A real number x is called unlimited if |[x>r for all positive
standard real number r, otherwise it is called limited.

The set of all unlimited real numbers is denoted by IR, and the set
of all limited real numbers is denoted by IR .

A real number is called infinitesimal if |x|<r for all positive

standard real number r.

A real number x is called appreciable if it is neither unlimited nor
infinitesimal, and the set of all positive appreciable numbers is denoted by
A",

Two real numbers x and y are said to be infinitely close if X —y is
infinitesimal and denoted by x =z y.
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If x is a limited number in IR, then it is infinitely close to a unique
standard real number, this unique number is called the standard part of x or

the shadow of x, denoted by °x.

If f is a real valued function, then f is called continuous at x,
where f and x, are standard and x = x, =f(x,) = f(x) forall x e X.

Let X be a compact metric space and C(X) be the space of
continuous real valued functions f defined on X with norm defined by

] = suplt (o)

If P and Q are convex subsets in C(X) and g(x) >0 in X for all
g € Q. The approximation family is the set

T=1{p/a:peP,qeQ}

The problem is given by an element f € C(X), Find t, € T such
that

If —to] = inf

f—t

Where t, is the infinitesimal approximation of f in T. The present

paper deals with the study of the unique infinitesimal approximation, by
using some concepts of nonstandard analysis, for details (see [1],[2],[3]).

Main Results:
Proposition(1): Let X, = {x e X:[[f(x) —t(x)| = |f - t|} Then for any

t,t, eT, [f -t <=|f —t,| implies that
sup{(t, () = L OONF () = t,(x))j <= 0

xeX4

Proof: Since |f —t,|| <=[f —t,| implies that

{FO) =, O NF(x) — £, () (F () = t,(x)) >= 0 for all x e X,

Thatis |f —t,| <= |f —t,| implies that

(t,00 —t, O NF(X) —t,(x)) <=0, VX e X,

Thus [[f —t,|| <= [f —t,| implies that sup {(t, () =t, () NF(x)—t,(x))} <=0

Hence the proof.
Proposition(2): Let P and Q be convex sets in C(X).Then, an element
t, € T is an infinitesimal approximation of f € C(X) in T if and only if

sup {(t, (X) = t(x) (F (x) —t,(x))} >= 0 for all x € X,_ (1)

xeX

t2
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Proof: Let t e T be such that

[f =t <= ‘f —to‘
By proposition (1) we have
sup{(t, (x) — L) NF () — 1 (x))} <= 0 - (2)

xeXy

Contradiction.
Conversely suppose that there is an element t € T satisfying (2).

Let t, =p,/q, and t=p/q, where p,,peP and q,,qQ
But t, =(1-r)p, +t,/(L-r)q, +t,
Let y e X, , from (2) it follows that
[F00) = 1,00] = [(F () = £, () + (£, 00 ~ £, ()
=[(F () =t () + 1)/ @ =) (X) + rA(X) (t (X) ~ t, (%))
=[(F () =t () + ta(x)/ @ =), (X) + rA(X) (t (X) ~ t,(x))
If r>0 and |x—y| are both infinitesimal. Then there exists a real
r, €[0,1] and amonad M, of the point y € X such that
[F(x)—t,(x)|<e, forall xe(0,r,],vxeM, ..(3)
If y e X—X, wehave [f(y)—ty(y)<e
Thus there exists r, >0 and a monad M, of y such that (3) holds,
since the shadow
°t, =t,,°r=0

We can choose a finite subcover Myl,Myz,...,M ) from the open

y
covering {My} of the compact metric space X .

By taking the minimum of the corresponding positive numbers

Py o Tyyennly denote it by r. We have t < (0,1] and

[f(x)—t, (x)|<e, forall xe X
Hence [f -t |<e
Which is a contradiction, since

tr _ (1_r)po _tpo eT

(1_ r)qo - tqo

Proposition(3): Under the hypothesis of the proposition (2), if f e C(X)
has an approximation in T, then t, € T is an infinitesimal approximation of
fin T iff
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maxi(t0) =t (OXF () ~ 100} < max{(t () = teONF () — ()}
forall teT ..(4)

Proof: Let t, be an infinitesimal approximation of f in T
Thus “f—to”e|f—t| forall teT

It follows from proposition (1) that
m(';t(x{(t(x) —t,(X))F(X)-t(x))}<0 forall teT

From (1) and the above relation we get
max{{t() — to CONF ) = 100))y < max{(t5 () ~tEIXF ) =, 09} for - all
teT
Conversely, suppose that (4) satisfied. If t, is not an infinitesimal
approximation of f in T, while teT-{t,} is an infinitesimal
approximation of f, by proposition (2), we have
max{(t(x) ~ t (ONF () ~t())} =0 ¥t, € T—{t, ()
From proposition (1), we have
max{(t09) —t, (ONF )~ t09)} <0
Which contradicts (5).

Proposition(4): Under the hypothesis of proposition (3) the following
statements are equivalent

@) |f-to] <If -1 vte T-{)
(b) max{(t(x) ~t, ()NF () ~t(x))} <0 VteT—{t,}
(©) max {(t(x) ~ to CONF () ~ 1))} < max{(to () ~ tOONF (x) ~ o (X))}

Proof: From proposition (1) it follows that (a) = (b)

Since (a) = (1), by proposition (2), (a) = (b), thus (c) follows from (1)
and (b)

Hence (a) = (c)

Suppose that, if possible, (b) = (a) and (c) = (a)

Let t e T—{t,} be an infinitesimal approximation of f in T

Then by proposition (2),(5) holds, which contradicts (b), and by proposition
(1), we have

max{(t; () —tONF ()~ t09)} <0
Which is together with (5) contradicts (c).
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