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ABSTRACT 

In this paper, the Banach contraction method (BCM) was hybridized with the base 

of the trapezoid (TR) to solve non-linear partial differential equations. The results 

obtained from (BCM) were improved by (TR). The results obtained from (BCM -TR) 

proved the efficiency of this method compared to the default method (BCM). This was 

done by calculating the mean0square0error (MSE) and estimating the 

absolute0maximum0error (MAE). 

Keywords: Banach contraction Method, Trapezoidal Rule, Partial differential 
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 حل المعادلات التفاضلية الجزئية باستخدام طريقة باناخ للتقلص 

 باستخدام قاعدة شبه منحرف وتحسين النتائج

  غثيث انتصارأحمد  هبة شكر محمود

 كلية التربية للعلوم الصرفة، قسم الرياضيات
 جامعة الموصل، الموصل، العراق

 والرياضياتكلية علوم الحاسوب ، قسم الرياضيات
 جامعة الموصل، الموصل، العراق

  40/40/0402 ريخ قبول البحث:ات                                       40/40/0402 ريخ استلام البحث:ات

 الملخص
( لحل المعادلات TR( مع قاعدة شبه المنحرف )BCMفي هذا البحث تم تهجين طريقة باناخ للتقلص )

(. أثبتت TR( بواسطة )BCMالخطية. تم تحسين النتائج التي تم الحصول عليها من )التفاضلية الجزئية غير 
(. تم BCM( كفاءة هذه الطريقة مقارنة بالطريقة الافتراضية )BCM -TR) النتائج التي تم الحصول عليها من

 (.MAE( وتقدير الخطأ الأقصى المطلق )MSEذلك عن طريق حساب متوسط الخطأ التربيعي )

 طريقة باناخ للتقلص، قاعدة شبه منحرف، المعادلات التفاضلية الجزئية. المفتاحية: الكلمات

1. Introduction 

Partial differential0equations0have0many important applications0in various 

disciplines (science and0engineering) and others. There are many ways to solve this 

type of equations, numerical or analytical methods, such as the analytical Adomian 

method [1], the variable iteration method [2], the residual power chain method [3] and 

there are many other methods, and these methods have proven high efficiency in 

solving These equations and reach good results. 
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The fixed point theory is called Banach (the principle of contraction maps) and it is 

one of the important and fundamental methods in the metric area theory because it 

means the presence and uniqueness between the fixed points of some original maps of 

the metric area, and the name of this theory was derived from Stefan Banach [1892-

1945] and was first mentioned in 1922 [4]. The BCM method is a development of the 

Picard method and it is easy to implement, which distinguishes it from other iterative 

method. The BCM method is applied in solving some important problems in 

engineering and physics  
Numerical analysis was used in solving differential equations, and in this paper, the 

trapezoid rule was used, which is one of the ancient and well-known numerical methods 

for approximating the specific integral, representing the mean left and right Riemann 

sum as the best approximation by dividing the integration period, is more precisely 

approximated by dividing the integral into multiple periods, after which this rule is 

applied to each period, and then we summation the results [5]. 

We will solve the partial equation whose general form is: 
ℒ𝑡𝑧(𝑥, 𝑡) + ℒ𝑥𝑧(𝑥, 𝑡) + Rz(𝑥, 𝑡) + Nz(𝑥, 𝑡) = 𝑠(𝑥, 𝑡)                                                   … (1) 
with  the initial conditions 
𝑧(𝑥, 0) =  Η(𝑥, 𝑡)   , 𝑧𝑡(𝑥, 0) = 𝜌(𝑥, 𝑡)                                                                               … (2)  

Where as ℒ
𝑡=

𝑑𝑧   

𝑑𝑡

  or  ℒ
𝑡=

𝑑2𝑧   

𝑑𝑡2

 is a highest rank difference in 𝑡, ℒ𝑥 is a highest rank 

difference in 𝑥,  R is the differential factor and consists of derivatives of a lesser order, 

N is a nonlinear analytical term0and 𝑠(𝑥, 𝑡)   is0the0defined heterogeneous term [6]. 
The research is organized0as0follows: definitions and theorems in0section02, basic 

rules for (BCM) are mentioned in section 3, the proposed technique of (BCM-TR) is 

mentioned in section 4, applications and results0are mentioned in0section05, 

conclusions0are mentioned in0section06. 
2. Basic Concepts 

Some fundamental meanings and concepts relevant to the research topic will be 

discussed in this section. 

2.1 Let (𝐵, 𝑑) It must be0a metric0space0then a mapping T: 𝐵 → 𝐵 is0said0to0be 

Lipschitz if0a positive0real0number exists ≥ 0 , as a result  ∀ 𝑏, ℎ ∈ 𝐵 implies 

𝑑(𝑇 𝑏, 𝑇ℎ) ≤ 𝑘𝑑( 𝑏, ℎ) 
if 𝑘 < 1,  then0T is0called a contraction0mapping on 𝐵 [7]. Furthermore 

2.2   Theorem of Banach Fixed Points:  

Let’s (B,d) be such a complete metric space, where 𝐵 ≠ ∅ also T: 𝐵 → 𝐵 be a 

contraction on 𝐵 , after this T does have a unique fixed-point  𝑏∗ ∈ 𝐵   if  
 T (𝑏∗ ) = 𝑏∗  
Theorem 2.3:[8]  

Let (𝐵, 𝑑) It must be a complete metric space & let T: 𝐵 → 𝐵 be a mapping such 

that T𝑘is a contraction mapping of 𝐵 for most any real positive number 𝑘. Then T has a 

unique fixed point in 𝐵. 

2.4 Banach Contraction Principle [9]. 

let (𝐵, 𝑑) is complete metric space and T: 𝐵 → 𝐵 is a contraction mapping  with 

Lipchitz constant 𝑘, that T has a unique fixed point 𝑏0in 𝐵as well as each 𝑏 ∈ 𝐵, We've 
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got lim
𝑛→∞

T𝑛(𝑏) = 𝑏0 and Furthermore, for each  𝑏 ∈ 𝐵, We've got 𝑑(T𝑛(𝑏), 𝑏0) ≤

𝜅𝑛

1−𝜅
𝑑(T(𝑏), 𝑏)  

2.5 The Maximum Absolute Error (MAE) [10]:  

It is defined as the greatest absolute value of the difference between an exact 

solution and an approximate solution as follows: 
‖𝑧𝐸𝑥𝑎𝑐𝑡(𝑡) − Φ𝑞(𝑡)‖

∞
= max

𝑎≤𝑥≤𝑏
{|𝑧𝐸𝑥𝑎𝑐𝑡(𝑡) − Φ𝑞(𝑡)|}                                                  … (3) 

2.6 Mean Square Error (MSE): 

It mean square of error is calculated as the sum of the square of the difference 

between the exact solution 𝐸 𝑡 (𝑡𝜏) and the approximate solutions Φ(𝑡𝜏) divided by the 

number of points used Μ and as in the following formula: 

𝑀𝑆𝐸 =  
∑ (𝐸 𝑡 (𝑡𝜏) − Φ(𝑡𝜏))

2Μ
𝜏=1

Μ
                                                                                      … (4) 

Where 𝑡𝜏  are vectors since 𝜏 = 1,2, … 

3.  Banach Contraction Method (BCM)  
Recognize the functional nonlinear equation. 

z(𝑡) = 𝑠(𝑡) + 𝑁 (z(𝑡))                                                                                                        … (5)  
We define the successive approximations as follows 

𝑧0 = 𝑠 

z1 = z0 +  Ν(z0)  

z2 = z0 +  Ν(z1) 

⋮ 
zΙ = z0 +  Ν(𝑧Ι−1),     Ι = 1,2, ⋯,                                                                                        … (6) 
 the solution of (3 ) We get it by 
z = lim

Ι→∞
zΙ                                                                                                                                   … (7) 

4. The Proposed Technique BCM-TR 

By adding the operator ℒ𝑡
−1

 which is the inverse of  ℒ𝑡 to equation (1) and (2), we 

get 

𝑧(𝑥, 𝑡) = 𝑓(𝑥, 𝑡) +  ℒ𝑡
−1(ℒ𝑥𝑧 − Rz − Nz)                                                                      … (8)  

We obtain the following successive approximations:  

𝑧0 = 𝑓(𝑥, 𝑡) 

𝑧1 = 𝑧0 +   ℒ𝑡
−1(ℒ𝑥𝑧0 − R𝑧0 − N𝑧0)  

𝑧2 = 𝑧0 +  ℒ𝑡
−1(ℒ𝑥𝑧1 − R𝑧1 − N𝑧1) 

⋮ 

𝑧Ι = 𝑧0 +   ℒ𝑡
−1(ℒ𝑥𝑧𝑧Ι−1

− R𝑧𝑧Ι−1
− N𝑧𝑧Ι−1

),    Ι = 1,2, ⋯                                           … (9)  

Now, Banach's contraction method has been linked to the trapezoidal base by using 

the series (9) when Ι =  3  and considering it an elementary solution and then solving 

the example again with the base of a trapezoid and obtaining numerical results. 
5. Illustrative Examples 

In this section, three different models of non-linear homogeneous and 

heterogeneous partial differential equations were solved using the method (BCM-TR), 

and we obtain numerical results by using Maple. 
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Example 1 [11]: 

Let us use the following Burgers’ nonlinear partial problem of the first order: 

𝑧𝑡(𝑥, 𝑡) + 𝑧(𝑥, 𝑡)𝑧𝑥(𝑥, 𝑡) = 𝑧𝑥𝑥(𝑥, 𝑡)                                                                               … (10) 

with condition 𝑧(𝑥, 0) =  2𝑥 

 The exact solution is 𝑧𝐸𝑥𝑎𝑐𝑡(𝑥, 𝑡) =
2𝑥

1+2𝑡
 . 

Following the technique mentioned in Part 4, the following iterations are done: 
𝑧0 = 2𝑥 

𝑧1 = 2𝑥 − 4𝑥𝑡 

𝑧2 = 2𝑥 − 4𝑥𝑡 + 8𝑥𝑡2 −
16

3
𝑥𝑡3 

𝑧3 = 2𝑥 − 4𝑥𝑡 + 8𝑥𝑡2 − 16𝑥𝑡3 +
64

3
𝑥𝑡4 −

64

3
𝑥𝑡5 +

128

9
𝑥𝑡6 −

256

63
𝑥𝑡7                  … (11)  

Finally, take the series (11) and solve it using the trapezoid rule. 
 

Table 1: Compare both  (BCM) and (BCM_TR)  when 𝑡 = 0.5 for Example.1 
 

Error Scale        (BCM)  (BCM_TR) 

MAE 0.14285 0.00831 

MSE 0.00714 2.41847E-05 
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Example 2[12]: 

Let us have the non-linear partial advection problem of the following first order: 
𝑧𝑡(𝑥, 𝑡) + 𝑧(𝑥, 𝑡)𝑧𝑥(𝑥, 𝑡) = 0                                                                                            … (12)  

where condition 𝑧(𝑥, 0) =  −𝑥 

The exact solution is 𝑧𝐸𝑥𝑎𝑐𝑡(𝑥, 𝑡) =
𝑥

𝑡−1
 . 

Following the technique mentioned in Part 4, the following iterations are done: 
𝑧0 = −𝑥 

𝑧1 = −𝑥 − 𝑥𝑡 

𝑧2 = −𝑥 − 𝑥𝑡 − 𝑥𝑡2 −
1

3
𝑥𝑡3  

𝑧3 = −𝑥 − 𝑥𝑡 − 𝑥𝑡2 − 𝑥𝑡3 −
2

3
𝑥𝑡4 −

1

3
𝑥𝑡5 −

1

9
𝑥𝑡6 −

1

63
𝑥𝑡7                                    … (13)  

Finally, take the series (13) and solve it using the trapezoid rule. 
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Table 2: Compare both  (BCM) and (BCM_TR) when 𝑡 = 0.6  for Example.2 
 

Error Scale  (BCM)  (BCM_TR) 

MAE 0.20605 0.01094 

MSE 0.01486 4.19525 E-05 
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Example 3 [13]:  

Let us use the following Second -order non-linear partial problem: 

𝑧𝑡𝑡(𝑥, 𝑡) − 𝑧(𝑥, 𝑡)𝑧𝑥𝑥(𝑥, 𝑡) = 1 − 0.5 𝑡2 + 0.5𝑥2                                                         … (14) 
with conditions 

 𝑧(𝑥, 0) =  0.5𝑥2 

𝑧𝑡(𝑥, 0) = 0 

 The exact solution is 𝑧𝐸𝑥𝑎𝑐𝑡(𝑥, 𝑡) = 0.5 𝑡2 + 0.5𝑥2 . 

Following the technique mentioned in Part 4, the following iterations are done: 
𝑧0 = 0.5𝑥2 + 0.04166𝑡4 − 0.5(1 + 0.5𝑥2)𝑡2 

𝑧1 = 0.5𝑥2 − 0.04166𝑥2𝑡4 − 0.5(1 + 0.5𝑥2)𝑡2 + 0.25𝑥2𝑡2 + 0.310𝑒−30𝑡4

+ 0.009722𝑡6 − 0.00037202𝑡8 + 0.0041666𝑥2𝑡6 

 𝑧2 = 0.5𝑥2 − 0.5(1 + 0.5𝑥2)𝑡2 + 0.12917𝑒−10𝑡16 + 0.61549𝑒−6𝑡14 +
0.19078𝑒−6𝑥2𝑡14 − 0.61377𝑒−5𝑡12 − 0.52609𝑒−5𝑥2𝑡12 − 0.50429𝑒−5𝑡10 +
0.39580𝑒−4𝑥2𝑡16 + ⋯. 
𝑧3 = 0.5𝑥2 − 0.5(1 + 0.5𝑥2)𝑡2 + 0.25𝑥2𝑡2 + 0.17857𝑒−33𝑡8 + 0.26979𝑒−7𝑥2𝑡14

+ 0.58454𝑒−6𝑥2𝑡12 + 0.33061𝑒−5𝑥2𝑡10 − 0.99206𝑒−4𝑥2𝑡8

+ 0.32430𝑒−8𝑡16 − 0.24570𝑒−6𝑡14 + ⋯.                                         … (15) 
Finally, take the series (15) and solve it using the trapezoid rule. 

 

Table 3: Compare both (BCM) and (BCM_TR) when 𝑡 = 0.25  for Example.3 
 

Error Scale  (BCM)  (BCM_TR) 

MAE 0.062500 0.014574 

MSE 0.003906 7.64184 E-05 
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6. Conclusions 

In this paper, first and second-order partial differential equations are solved using 

(BCM-TR) method. We obtained good numerical results compared to the hypothetical 

method by computing the mean square error (MSE) and maximum absolute error 

(MAE) as shown in Tables (1, 2, 3). The drawing also shows the efficiency and 

accuracy of this method. 
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