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e Introduction:

Stochastic differential equations (SDEs) are frequently employed in various
modeling applications due to their ability to incorporate randomness or
uncertainty into ordinary differential equations. By introducing a random or
stochastic component, these equations can capture unexpected phenomena.
Consequently, SDEs are also known as stochastic or random differential
equations, with the noise term representing the random element. In this way, an
SDE comprises multiple random processes, leading to the solution itself being a
stochastic process. Consider the ordinary differential equation

{x(t) =f(t,x@®) ; t>0 0
x(0) = x,

where f(0) is a smooth fuction and x, is any fixed point x, € R"

In the S.D.E. model such a model must contain random or stochastic effects
called (wiener process known as Brownian motion ) in order to formulate
random behavior, then we obtain

() =71t x@®) + gt x®){E) ; t>0. (2

Where the process {{(t)}is a white noise (defined as the formal derivative of
Weiner process).

Then we can write (2) as:

da d
{Z9 = £, x(0) + gt x(t) =2 E)
Wheredt—f) = &(t) , dw(t)represent the differential form of Brownian motion's,

multiply by dt so equation (3) became

{ dx(t) = f(t,x(0))dt + g(t, x(t))dw(t)

£(0) = 5 (4

Where f(0)is the drift coefficient and g(0)is the diffusion coefficient

Equation (4) is called (S.D.E) stochastic differential equation
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After we find the general form of the exponential stochastic differential
equation by applying Ito formula, we also find the exact solution for those
equation in order to find the moment for the exact solution for the proposed
model

PREREQUISITES AND RESULTS:

In this paragraph, we give some basic definitions which we have needed and
find the general form of the exponential stochastic differential equation.
Definition(1):The random variable[3]

The variable at random (x, v) is a function that translates from the sample space
to the real number R (i.e., R)

Definition (2): stochastic process [4]

A stochastic process, also known as a random process, is a mathematical entity
that consists of a collection of random variables represented by x(t),t belonging
to 7" (sorted by index set T where T € R)

Definition (3): (Wiener (Brownian motion) Process ) [5]

The continuous-time stochastic wiener process (Brownian motion) {W (t) }over
the interval [0, T7], satisfying the following conditions:.

1w (0) = 0

2:1f t,s = 0,thenw(t) — w(s) is normally distributed with zero mean and
variance |t — s|.

JFor0<s<t<k<j<T,wi()-w(s)and w(j) —w(k) are independent
increments.

Definition (4): Stochastic integral: [6]

The Stochastic integral is an integral defined as a sum of more than an
integration and multiplied by the increase in time on the Brownian motion
trajectory (Dumas and Luciano, 2017). Which is defined by

f;g(t)dw(t) =yt l-(wti+1 —w,) ..(5)
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Where g(t) = {g(t)}. <t <p IS areal valued stochastic process and {w(t)} isa
Wiener process(Brownian motion).

Let equation (4) be expressed in the form, that is,
X(t) =X(0)+ fotf(s ,x(s))ds + fotg(s ,x(s))dw(s) ...(6)
Where the two integrals fotf(s,x(s))ds , fotg(s,x(s))dw(s)

are well-defined in order that equation (7) hold, and we have the following
conditions.

Efotgz(s,x(s))ds < 00, f0t|f(s,x(s))|ds < oo for all, almost surely t > 0

The stochastic integral has one of the most essential properties.
Jyw(S)dw(s) == [ d(W?(S)) == J; ds = ~w?(t) — = (D)

Then the general form is that :

ij(t)dW(t) = LW”l(t) + f(—l)'ﬁl ! w/TE(t)
_j+1 - 2K+1(]'_k)!

0

+ (—1)/

jlt
773 ..(8)

Definition (5): Ito’s integral formula [7]:
Consider the stochastic differential equation, which has the following form.

dx(t) = f(t,x(8))dt + g(t,x(t))dw(t) ...(9)
If F(t,x(t)) is a smooth function for 0 < t < T, we have by the basic Taylor rule

2
dF(t x() = 2-dt + 2 dx() + 2 2 g2dt

Then if the requisite partial derivatives are available, and the mixed differentials
are merged according to the rules,

dt.dw =dw.dt = (dt)? =0 & (dw)? =dt
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So,

] d a2 d
dF(t,x(t)) = (a—f +f(£x(0) -+ 9% (tx(®) ﬁ) dt + g(t,x(t)) -dw(t)
...(10)

Equation.(11) is called Ito’s formula, where x(t) satisfies Equation, (10).

Definition (6) : Expectation and Variance [8]

If x is a random variable specified on the probability space(f2. F.P), then x's
expected values or mean are.

Ex) = p=Xix;p(xy). (11)

Where p(x;) is the probability mass function

That's the average of x across all of the probability spaces.

While For a continuous random variable over R.

E(x) = [ xf(x)dx (12)

Provided that the integral exist ,here f(x) is the probability density function.
The variance is a measure of how widely data is distributed around the mean.
Var(x) = E((x - 0?) = E(x?) — (E())? (13)

Definition (7): The kth-order moment:[9]

A continuous random variable's kth-order moment is defined as:

E(x*) = ffooo x*f(x)dx; ; f(x) is the probability density function.

And for discreet random variable

E(x*) = Xix{p(x;) ; p(X;)is the mass function.

Note:

From the definition of the Brownian motion process {w(t)}, since the
increments
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w(t) — w(s) are normally distributed with mean zero and variance |t — s|,
w(t) — w(s)~N(0,1)~|t — s], then
Elw(t)] = 0and Var[w(t)] =t ...(14)

Their fore for any integer k > 0 we have

E[w?e] = ¥ tx plw2e+] = o ...(15)

2kl
In particular, E[w*] = 3t?, E[w®] = 15¢3
E [f:f(w(t), t)dw] =0 ... (16)
main results:

In this paragraph we find the solution for general form of the exponential
stochastic differential equation in order to find the moments by the use of Ito-
integral formula

i) Let F(t,X(t)) = e™" and suppose that x(t) satisfies equation(9) :

Let F(t,x(t)) and its partial derivative are continuous and smooth function for
0<t<T,then

_ n
OF _ nt" 1X e(tx) E = nx™ 1tne(tx)

at 7 9x
9%F _ n _ n
— = nlt2ny2n Ze(tx) + n(n _ 1)tnxn Ze(tx)

By using Ito-integral formula
— 7] 92 a
d(F) = [ 2+ f L+ 1522 F]dt + gZdw(t) ..(17)

d(e(“‘)n) = [ntn‘lx”e(“‘)n + fnxn1tne 0"
+ %gz(nZthxZn—Ze(tx)n +n(n — 1)t"x"'ze(tx)n)] dt
+ [gnx"'ltne(“‘)n]dw(t)
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By taking the integral from O to t, the solution is:
t t
j d (e(tx)n) = j [[ntn‘lxne(t")n + fnx"~1gne(t”
0 0
+ %gz (nztznxzn‘ze(tx)n +n(n — 1)t“x“‘2e(tx)n)] dt
t
+f [[gnx“‘lt“e(tx)n]dw(t)
0
(e(tx)n) = @
t
+f [[nt"‘lx"e(“‘)n + fnxn e )"
0
+ %gz(nZthxZn—Ze(tx)n +n(n — 1)t”x"‘2e(“‘)n)] dt

t
+f [ [gnx™1tme )" |dw(t)
0

Taking expectations to both sides
E(e®") =1

t
+E <j [[nt“‘lxne(t")n + fnx"~1gne(to”
0

+ %gz (nz‘cznxzn‘ze(tx)n +n(n— 1)tnxn‘ze(tx)n)] dt>

+E (jt[ [gnx“‘lt“e(tx)n]dw(t)>
0

Since {w(t)} is a wiener process and from the previous note

E (ft[ [gnx“‘lt“e(tx)n]dw(t)> =0
0

Then
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E(e®™") =1
t
+E (f [[ntn‘lxne(t")n + fnx"~1gre®)”
0
+ %gz (nZthXZn—Ze(tx)n

+n(n - 1)t“xn‘2e(tx)“)] dt) ..(18)

To find the variance, we need to find E[(e(tX)n)]Z, that is F(t,x(t))= (etnxn)Z

d(F(t x(1))) = d(e"™*")?

= [Znt“‘lxneZtnxn + 2fnx"~1gne2t™x"
+ %gz (4n2t2nX2n—2e2tnxn + Zn(n _ 1)tan_zeZtnxn)] dt

+ [Zgnxn‘lt“eZtnxn]dw(t)
Taking the integration for both side from O to t, we get
t
j d (etnxn)z
0
t
:j [[Zntn‘lxne”nxn + 2fnx"1gne2t"x"
0
+ ZgznthnXZn—ZeZtnx” + gzn(n _ 1)tan_282tnxn]dt
t
+j [ 2gnx™~1the2t ™" (et"¥™)2]dw(t)
0
(etnx”)z =1
t
+j [ [2nt"~1x"e2!"*" 4 2fnxn-1tRe2t %"
0
+ 2g2n2t2nX2n—ZeZtnxn + gzn(n _ 1)tan_262tnxn]dt

t
+ f [ 2gnx"~1tne?t™" (") 2] dw(t)
0

The expectation is then :
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E(e"*)2 =1
t
+E <j [[2ntP~txPe2t"*" + 2fnxP-1tne2t"*"
0
+ ZgznthnXZn—ZeZtnx"

+ g’n(n — 1)t“x“‘2e2tnxn]dt> ...(19)

From the definition of the variance, i.e.
Var(e"") = E(e"™")? — (E(e"*"))?
Var(et™") = 1
+E <jt[ [Zntn_lxneZtnxn + 2fnxn—1¢ne2t™x"
0

+292n2t2nX2n—2e2tnx” _|_g2n(n 1)tn n-2 Zt" ]dt)- (1

t
+ E(j [ [nt“‘lxne(tx)n + fnx"~1gre®)”
0

+ %gz (nztanZrl_Ze(tX)n + n(n _ 1)tan_ze(tX)n)] dt)z

The kth-order moment has the form:

d(e”")™ = [mnt“ Lxnemt™" + mfpx"~1tnemt"x"
+ Egz (mznthnXZn—zemtnx” + mn(n — 1)tnxn_zemtnxn)] dt

+ [mgnx™~1t"e™ " " | dw(t)

By integration, we get
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t
j d (etnxn)m
0

t
— n,n —_ n,n
zj [mntn 1xnemt x _l_mfnxn 1tnemt x
0
1 _ N,N _ n.n
+Eg2(m2n2t2nx2" 2eMXT + mn(n — 1)t"x" " 2e™ X ) dt

t
+ f [mgnx™tthe™" " |dw(t)
0

t
—_ n.,.n _ n.n
+f [mnt™ 1x"e™ X" + mfnx" the™ X
0
1 _ n,n _ Nn.n
+Eg2(m2n2t2nx2" 2eMXT + mn(n — 1)t"x"2e™ ) |dt

t
+ j [mgnx™tthe™" ™" |dw(t)
0

By taking the expectation, then we get

E(et"™®"ym =1
t

+ E(f [mnt"‘lx”emtnxn + mfnx1gnemtx"
0
+ %gz(mZnZthxZn—Zemt”x"
+mn(n — 1)t"x"‘zemtnxn)])dt .. (20)
ii) Let F(t,X(t)) = e®™" and suppose that x(t) satisfies equation(10) :

dx(t) = f(t,x(t))dt + g(t, x(t))dw(¢)

oF 2
o = nte™x ) 6_5 = ntlemntx

X

OF
— = nxe™*
at

)

By using Ito-integral formulas :
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d(e™) = [nxen“‘ + fnte™* + %gznztze"“‘] dt + [gn®t?e™*]dw(t)

t

t t
j d (e™*) = j [nxe™™ + fnte™* + %gznztze"tx] dt +J [gn?t2e™™] dw(t)
0 0 0
et =1 +f
0

t
E(entxt) =14+ E (f [nxentx _I_fntentx + %gznztzentx] dt) (21)
0

t t

[nxe™™ + fnte™* + %gznztze”tx] dt + f [gn®t?e™*] dw(t)
0

To find the variance , we find E (e™*)?

d(e™*)? = [2nxe?™* + 2fnte?™* + 2g2n2e2entx|dt + [2gn?t2e?™*]dw(t)

t t
j d (e™™)? = j [2nxe?™™ + 2 fnte®™™ + 2g2n2t2entx] dt
0 0

t
+ j [2gn?t?e?™™]dw(t)
0

t
(e"*)2 =1+ f [2nxe®™™ + 2fnte®™™ + 2g2n2t2entx] dt
0

t
+ j [2gn?t?e?™X]dw(t)
0

t

E(e™*)2 =1+E <f [2nxe?™™ + 2fnte?™™ 4 2g2n2t2e2ntx] dt) .. (22)
0

From eq.(21) and eq.(22), we get

Var(entx) — E(entxt)z _ (E(entxt))z

LAY
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t

Var(entx) = 14+F (f [anezntx + anteZntx + Zgznztzentx] dt)
0

t
- (1+E J [nxe"tx + fnte™ + %gznztze"tx] dt |)?
0

The kth-order moment is:
d(entx)m — [mnxemntx + mfntemntx + %ngznztzemntx] dt
+ [mgn?t?e™¥]dw(t)
fotd (e™¥)m = fot[mnxe"mt" + mfnte™* +
Im2g?n2t2emnix|dt + fot[mgnztzem"tx]dw(t)
(et*ym =1 + fot[mnxe"mt" + mfnte™* +
Im2gn2e2emntx|dt + fot[mgnztzem“tx]dw(t)
E(entxt)m — 1
t
+ E(f [mnxemnt" + mfnte™ntx
0
+ %ngznztzem”tx] dt) ..(23)

EXAMPLEs: To explain the method of finding the moment for exponential
stochastic differential equation, first we find the solution by Ito-integral formula,
then applied the previous method for some special cases:

EXAMPLE(1):
Let dx(t) = dw(t) ; x(0) = 0, {w(t)}is wiener process, thatis w(0) =0

Solution: since dx(t) = dw(t), then x(t) = w(t) is a wiener process in the
interval [0,t] and

ntx

Suppose F =y, =e
04 A
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. OF ntx 9F _ ntx 0%F _ 2.2 ntx
That is o = nxe ,ax—nte 5z = ntce
From equation (10)

__[oF oF , 1 ,0°%F oF
d(F) = ET + f Ix + Egzﬁ] dt + gadw(t)
Or d(yy) = [ nxe™™ + Zn?t2e™at+nte™ aw(t) ...(24)
Taking expectation to both sides(25) of , we get

dE(y) = E((nxyc + 5 n?t2y)dt) + E(ntydw() , since Ed(wy)=0
AE(y) = (REGOE(y)c + 5 E(nt2y)dt

AE(y) = nEGE() + 5 (nPt)E(y)dt

dE(y) _
E(yy)

By integrating from 0 to t

nE(x) + % (nztz)] dt

t . . . .
N dEEéZE)szt[nE(x)+%(nztz)]dt , since x(t) = w(t) that is x follows a wiener stochastic

process with zero mean, then (E(x) =0)

t ag(yy

o St

1
In(E(yd = 2 n*t’

1
—n2t3

1n2t3
E(y,) = es — E(e™™) = es ..(25)

To find the variance , we need E (e™t*)?

Let E(e™¥)% = F,
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OF _ onxe2ntx
at

d(Fy) = [2nxe?™™ 4 2n?t?e?™™]dt + 2nte?™ ™ dw(t)

oF _ 2ntx 0%F __ 2.2, 2ntx
,&—Znte ,ﬁ—élnte

Taking expectation to both sides of SDE for F,, we have
E(dF,) = E([2nxe?™™ 4 2n%t2e?"™*]dt) + E (2nte*™*dw(t))
dE[F,] = [2nE[x]E[F + 2E[n*t2E[F,]]dt + E (2nte?"*dw(t))

dE[F] = (2nE[x] + 2E[n?t?]) E[Fdt , since E[x]iswiener (E[x] = 0)

t t
dE[F] _ 2.2
j — —jZn s“ds
0 0

2
In(E(F,) = 3 n?t3

2 2
E(F)=es™" SE(e™)?=e"" .(26)
From eq.(26) and eq.(27), we get
Var(entx) — E(entxt)z _ (E(entxt))z

ntxy — Z n2¢3 _ In2¢3 2
Var(e™) = e3 (ee™ ")

2 2,3 1 2.3
Var(e™*) = e3™" —e3™*

The kth-moments , E(e™™*)™
Let E(e™™)™ = F,

OF OF 2
— = mnxe™¥  — = mnte™nt* P =m

2.,2+2 ,2ntx
" )= nt<e

d(Fy) = [mnxe™™ + mn?t2e™*]dt + mnte*™*dw(t)

Taking expectation on both sides of SDE for F;, we have

E(dF,) = E(Jmnxe™* + %mznztzem”tx]dt) + E(mnte™dw(t))

*..



College of Basic Education Researchers Journal,Vol.20/4.1 February 2025

dE[F{] = [mnE[x]E[F] + E[[m*n?t?E[F]]dt + E(mnte™*dw(t))

dE[F] = (mnE[x] + E[m*n*t?]) E[Fdt ;(since (E[x]=0))

t t
1
dE[F] — _mZnZSZ ds
0 E[F] 0 2

In(E(Fp) = %m2n2t3

E(F) = tﬁ’%mznzt3 - E((e™*)™ = e%mznztg .. (27)

EXAMPLE(2): Let dx(t) = dt + dw(t) ,then find the moments of the solution
‘Where W is wiener process and e*(® = 1. Let F(t,x,) =e*

Solution: since dx(t) = dt + dw(t), thatis f = g = 1ininterval [0, t]

OF_ OF_OZF_ x
We have at—O, Pl v Rl 4

From equation(10)

dF (t, x,) = [‘;—f +f ‘;—i + %gZZTZ] dt + gg—idw(t)
d(e*) = [e* +;e*]dt + e*dw(t) ..(28)

Taking expectation to both sides of (28)

Ed(e*) = E[e* + 3e*]dt + E[e*dw(t)], Since {Ed(w.) = 0}
Then

Ed(e*) =E[e* + %ex]dt

Or

dE(e*) = E| ex][%]dt
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integrated both sides

t dE(e®)  (t3
fo E[eX] fo EdS

E[e*] =1+ et —1 > E[ e*] = et
d(e*)? = [2e%* + (4e?)]dt + 2e**dw(t)

integral in both sides

t

t t
j d(e*)? =] [2e2* + Zezx]dt+f 2e2*dw(t)
0 0 0

Expectation in both sides

t t t
E d(e®)?) =E 4e2X)d E 2e%*d
(jo (e9)?) (jo[e]t>+ (joe w(©)
t t
jdE(ex)2=E(j [4e%*]dt)
0 0

jtdE(ex)Z _ 4th[ezx]dt

1 (f dE[e*s]? t

EL Zmﬂlfods

Sn(E(e™)?]5) = 4slb

In(E(e*)?[5) = 8slg

E(e¥*)? =1+ e8slo

E(e™)? =1+ €% —1 - E(e™)? = ¥
Var(e*) = E(e*)? — (E(e*))?

Var(e*) = e8t — (e%’f)2
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Var(e*) = 8 — e3¢
EXAMPLE(3) Let dx(t) = dt + dw(t); F(t,x,) = et
Solution: since dx(t) = dt + dw(t) , then we get f = g = 1ininterval [0, t]

Let F(t,x.) = e’ be smooth function and their partial derivate exist and

continuous.
. OF ¢+ OF _ g2p _
That is =€, o= W‘O
By using equation (10)
_[orF OF | 1 262F] oF

d(et) = etdt

integrate both sides

t t
j et =j etdt
0 0

Expectation in both sides

t t
E(| e =E(| e'd
(| er=r( etar)
E(e)=1+et -1 s E(e) =et ..(29)
d(e®)? = 2e2%tdt

integral in both sides

t t
f d(e?)? =j 2e2tdt
0 0

Expectation in both sides

E(f; d(e")?) = E(J, 2¢*dt)
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jot dE(e!)? = E(j:[ZeZt]dt)

E(et)? =1+ e?-1- E(e®™)?=¢e? ...(30)
From eq.(30) and eq.(31), we get

Var(et) = E(e")? — (E(eY))?

Var(et) = e?t — (e!)?

Var(et) = e?t — et

Var(et) = 0

then the exact solution will be needed in order to find the moments to the
solution of the exponential stochastic differential equation then we explain it
with some examples.

Conclusion.

In this paper, after we find and prove the general form of exponential
stochastic differential equations by using Ito- formula and using their
theorem's .( That is, Ito’s formula is valid for exponential form of the
functions u(x(t), t) of the variables t and x).
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